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Sequential priming is not constrained by the shape
of long-term learning curves

SATORU SUZUKI and BRIAN A. GOOLSBY
Northwestern University, Evanston, 1llinois

When multiple stimulus-to-response (S-R) mappings are randomly intermixed and repeated in a
block of trials, immediate repetitions of an aspect of a stimulus and/or a response can facilitate stimu-
lus detection, classification, and/or response selection—known as sequential priming. In addition to
these short-term effects, response times (RTs) for almost any task diminish with extended practice;im-
provements can occur over many days, and RT learning curves typically assume exponential or power
functions. We investigated whether short-term sequential priming and long-term practice modulate RT
through a common mechanism, using a variant of the additive factors method. We tracked how vari-
ous priming effects, presumably affecting different processing stages (e.g., stimulus selection, stimu-
lus identification/classification,and S-R mapping), varied over training sessions as RT diminished. All
the priming effects either were not reduced or reduced approximately linearly at rates much slower
than those predicted by the shapes of the corresponding RT learning curves. The overall results sug-
gestthat short-term sequential priming and long-term practice modulate RT through relatively separate
mechanisms, even though they appear to affect a common set of behaviorally defined processing

stages.

Performance in almost any task (be it perceptual, cog-
nitive, or motor) improves with long-term practice. For
example, when a target must be selected among distrac-
tors, as in visual search tasks, practice may increase the
salience of a target against distractors and/or facilitate
direction of attention to a target through a variety of
mechanisms, such as facilitation of relevant feature de-
tectors, efficient selection of diagnostic target features,
perceptual unitization of complex search items, utiliza-
tion of specific memory traces from prior search, in-
creasingly global deployment of attention, and/or effi-
cient grouping or suppression of distractors (e.g., Ahissar
& Hochstein, 1993, 1996; Ahissar, Laiwand, Kozminsky,
& Hochstein, 1998; Czerwinski, Lightfoot, & Shiffrin,
1992; Hillstrom & Logan, 1998; Shiffrin & Lightfoot,
1997; Shiffrin & Schneider, 1977; Sireteanu & Retten-
bach, 2000; Treisman, Vieira, & Hays, 1992). When tar-
get selection and identification are relatively trivial (e.g.,
identifying a target presented with no distractors by its
position, color, or familiar name) and the task requires
only simple stimulus-to-response (S—R) mappings (e.g.,
only one target stimulus is mapped to each response fin-
ger), practice effects may be primarily due to a strength-
ening of the few S—R connections that are used consis-
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tently and repeatedly (e.g., Kirby, 1980; Soetens, De-
boeck, & Hueting, 1984; Welford, 1980). When a task
requires formations of complex S—R mappings, such as
when an arbitrary, uncategorizable set of target symbols
are mapped to each response finger, practice effects may
be mediated primarily by developing or choosing an in-
creasingly efficient cognitive strategy (e.g., attending to
a more relevant set of visual features) and/or by forming
increasingly task-optimized categorical representations
(e.g., Newell & Rosenbloom, 1981; Pashler & Baylis,
1991a, Experiments 2 and 3). In addition to improve-
ments in processing strategies, representations, and/or
S—-R mappings, practice effects may also be mediated by
the storing of each instance of making a particular S—-R
(or stimulus-interpretation-to-response) connection and
the utilization of the stored information in future trials,
thus bypassing relatively inefficient general purpose
S—R processing algorithms (e.g., Logan, 1988, 1990;
Treisman et al., 1992). Finally, when a task requires fine
image processing, such as discriminations among very
similar patterns and detection or identification of stim-
uli under degraded conditions (e.g., low contrast, brief pre-
sentation, added noise, and masking), practice effects
seem to be mediated primarily by modifications of spe-
cific perceptual mechanisms that selectively process the
relevant visual features (e.g., Ball & Sekuler, 1982; Fahle,
1994; Fiorentini & Berardi, 1980; Polat & Sagi, 1994).
Even this brief survey indicates that practice optimizes a
variety of processing stages, including stimulus selec-
tion, feature detection, identification, classification, and
S—-R mapping.

In addition to long-term incremental facilitation of
performance, performing a particular S—-R trial can pro-
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duce a short-lasting priming effect on subsequent trials.
In general, when a given S-R trial is immediately pre-
ceded by an identical S—R trial, response time (RT) is
substantially reduced relative to when it is immediately
preceded by a different S—R trial (first-order priming ef-
fects). These automatic sequential priming effects are
evident when S—R mappings are sufficiently complex
(e.g., arbitrary mapping, such as shape-to-finger mapping,
rather than compatible mapping, such as left-position-
to-left-finger and right-position-to-right-finger map-
ping) and when response-to-stimulus intervals (RSIs)
are sufficiently short; when S—R mappings are simple
and RSIs are relatively long, expectancy effects may also
influence RT (see Kirby, 1976, 1980; Soetens, 1998;
Soetens, Boer, & Hueting, 1985; and Soetens, Deboeck,
& Hueting, 1984, for details about how automatic prim-
ing and expectancy influence RT in serial choice RT
tasks). Here, we focus on automatic sequential priming
effects (potential contributions of expectancy in our
tasks will be discussed later, in the Results section).

Sequential priming is evident when different S—R trials
are randomly intermixed and repeatedly presented in a
block of trials. Since each S—R trial is frequently repeated,
episodic memory and long-term cumulative effects are
expected to contribute minimally to sequential priming
effects; on any given trial, an observer would have en-
countered each type of S—R trial numerous times in the
recent past. Sequential priming is thus considered to reflect
a short-lasting automatic potentiation of perceptual—
response pathways (or channels) that have just been used
in a recent trial, automatic inhibition of competing path-
ways, or both (e.g., Soetens, Deboeck, & Hueting, 1984;
Vervaeck & Boer, 1980). Sequential priming effects
have been demonstrated in visual search tasks (e.g.,
Goolsby & Suzuki, 2001; Hillstrom, 2000; Maljkovic &
Nakayama, 1994, 2000; Rabbitt, Cumming, & Vyas,
1979), as well as in more traditional stimulus classifica-
tion tasks (e.g., Campbell & Proctor, 1993; Pashler &
Baylis, 1991b; Soetens, 1998; see Kirby, 1980, and Korn-
blum, 1973, for early reviews).

Although there have been numerous studies of long-
term practice effects and sequential priming effects on
RT, there have been few studies of the potential relation-
ship between them. For example, it is possible that ef-
fects of long-term practice result from a temporal accu-
mulation of small residual priming effects, assuming that
priming has a decay function with a long tail (e.g.,
Campbell & Proctor, 1993; Pashler & Baylis, 1991b).
Alternatively, long-term practice and sequential priming
might modulate different processing stages or operate
through separate mechanisms. By comparing how long-
term practice and first-order sequential priming trans-
ferred from one condition to another (see the General
Discussion section for details), Pashler and Baylis (1991a,
1991b) and Campbell and Proctor (1993) suggested that
long-term practice and sequential priming both facili-
tated arelatively high-level stimulus-category-to-response
mapping, whereas sequential priming additionally facil-
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itated a relatively low-level S—R mapping (e.g., Pashler
& Baylis, 1991b).

In the present study, we examined whether or not long-
term practice and sequential priming operated through a
common mechanism. Even if practice and priming af-
fected the same set of behaviorally defined processing
stages, they might influence those stages through sepa-
rate mechanisms. A well-known method for assessing
whether two factors have separate (noninteractive) in-
fluences on behavior is to assess whether the effects of
the two factors are additive (additive factors methods;
e.g., Sternberg, 1969). In the simplest case, if practice
effects and sequential priming effects are numerically
additive, the amount of priming should remain constant
over practice sessions; in other words, short-term RT re-
ductions due to repetitions of stimuli, responses, or both
(relative to nonrepeated cases) should remain constant
regardless of the changes in overall RT due to practice.
Such a result would suggest that long-term practice and
sequential priming have noninteractiveinfluences on RT,
likely through parallel mechanisms.

Previous studies have demonstrated that sequential
priming for simple S—R tasks (e.g., press left key for left
target and right key for right target) decreased with ex-
tended practice (e.g., Kirby, 1980; Soetens et al., 1985;
Soetens, Deboeck, & Hueting, 1984; Vervaeck & Boer,
1980). However, in these studies, it was not examined in
detail how reductions in priming were related to de-
creases in overall RT. Even if priming is reduced over
practice sessions, this does not necessarily imply that
practice and priming influence RT through a common
mechanism. We will argue that if practice and priming do
operate through a common mechanism, practice-induced
changes in priming should be closely related to the shape
of the corresponding RT learning curve.

Practice-induced improvements are usually initially
rapid, but the gain gradually diminishes over time until
performance reaches an asymptote. For a variety of tasks,
learning curves (performance improvements as a func-
tion of the amount of practice) can be well fit by power
functions of the form [RT or Error] = a + b(X+c)~4 or by
exponential functions of the form [RT or Error] =f+ g -
e~ where X indicates the amount of practice (typically
the number of practice sessions) and a, b, ¢, d, f, g, and o
are positive constants; a and f represent asymptotic RTs
(or errors), b and g represent the overall RT (or error) re-
duction through practice, ¢ represents the degree of prior
practice, and d (d/[X+c], to be exact) and orepresent rates
of improvement (in terms of proportions by which RT ap-
proaches asymptotes). Which of the two mathematical
forms represents learning curves more accurately is cur-
rently being debated (e.g., Heathcote, Brown, & Mew-
hort, 2000; Newell & Rosenbloom, 1981).

Nevertheless, regardless of their exact mathematical
forms, RT learning curves demonstrate examples of the
law of diminishing returns. A given amount of practice
input (e.g., performing a block of practice trials) initially
produces a large reduction in RT, but the same amount of
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practice input produces a smaller reduction in RT as
learning progresses. In other words, practice effects op-
erate through a mechanism that scales each practice
input by the diminishingrate of learning—that is, by the
first derivative of the RT learning curve, dY,_,.,/dX. If se-
quential priming also affected RT through the same
mechanism, each priming input (e.g., a prior presenta-
tion of the current stimulus in the immediately preceding
trial) should also be scaled by dY).,,,/dX when priming is
measured as changes in RT. Thus, if long-term practice
and sequential priming facilitated a common processing
stage through the same mechanism, priming effects should
be scaled by dY,,../dX over practice sessions, just as
practice effects are. In other words, priming should de-
crease over practice sessions, and the decrease should be
well fit by C-[dY).,.,/dX ], where C is the fitting param-
eter that discounts the overall scale difference between
practice and priming effects. As will be discussed below,
however, this argument is complicated by the fact that a
single RT learning curve is likely to reflect concurrent
optimization of multiple underlying processing stages.

Intuitively, any simple S—R task requires at least the
following three stages of processing: (1) stimulus selec-
tion (finding the stimulus to be processed), (2) stimulus
identification and categorization, and (3) response se-
lection; note that these stages may or may not be exe-
cuted sequentially. It is reasonable to assume that the ob-
served learning curve represents a linear combination of
the componentlearning curves that represent practice ef-
fects on these and other processing stages (possibilities
of nonlinear contributions will be considered in the Gen-
eral Discussion section). Then, it is straightforward to
show that the observed learning curve approaches its as-
ymptote at a faster rate (in terms of proportions by which
RT approaches asymptotes) than does the slowest com-
ponent learning curve and at a slower rate than does the
fastest component learning curve (see the Appendix).
More relevant to the following discussion, this means
that if different component learning curves approached
their asymptotes at different rates, some of the component
learning curves should approach their asymptotes faster
than does the observed learning curve, whereas other
component learning curves should approachtheir asymp-
totes slower than does the observed learning curve.

We used tasks that allowed us to measure multiple
priming effects, presumably affecting each of the three
major processing stages mentioned above (stimulus se-
lection, stimulus identification/categorization, and re-
sponse selection). As observers underwent extended
practice sessions, we monitored changes in priming ef-
fects, as well as reductions in overall RT (learning
curves). The following outcomes were expected.

First, if practice predominantly optimized one pro-
cessing stage (e.g., stimulus selection) through a mech-
anism that scaled inputs by dY,,../dX, the correspond-
ing priming effect (e.g., priming for stimulus selection)
should also be scaled by dY,_,.,/dX, if practice and prim-
ing operated through the same mechanism. Similarly, if

practice optimized all processing stages at an equal rate,
all priming effects should be scaled by d¥,_,.,/dX.

Alternatively, if practice optimized all or some of the
processing stages at different rates, component learning
curves for some stages should have faster learning rates
than does the overall learning curve, whereas component
learning curves for other stages should have slower
learning rates than does the overall learning curve (when
learning rates are measured as proportions by which RT
approaches asymptotes). Thus, so long as the measured
priming effects reflected all of the stages affected by
practice, some of the priming effects also should dimin-
ish faster than would be predicted by dY,,,,/dX, whereas
other priming effects should diminish slower than would
be predicted by dY_,../dX, if practice and priming oper-
ated through the same mechanism.

In contrast, if all the measured priming effects dimin-
ished slower than would be predicted by dY,,.,/dX (or
did not diminish), we would have two possible interpre-
tations. First, practice happened to primarily affect a pro-
cessing stage untapped by any of the measured priming
effects; if priming could be measured for that processing
stage, it would diminish according to dY.,.,/dX over
practice sessions. Second, practice and priming might
operate through different mechanisms even if they affect
common processing stages. For example, a given pro-
cessing stage, such as stimulus selection, might be facil-
itated separately by a long-term mechanism and a short-
term mechanism. To decide between these two potential
interpretations, it was important to use tasks that in-
volved priming manipulations affecting multiple pro-
cessing stages. Inclusion of the stimulus selection stage
was particularly relevant because studies on visual
search have shown that both long-term practice (e.g.,
Ahissar & Hochstein, 1993, 1996; Ahissar et al., 1998;
Czerwinski et al., 1992; Hillstrom & Logan, 1998;
Shiffrin & Lightfoot, 1997; Shiffrin & Schneider, 1977,
Sireteanu & Rettenbach, 2000; Treisman et al., 1992)
and sequential priming (e.g., Goolsby & Suzuki, 2001;
Maljkovic & Nakayama, 1994, 2000) facilitate stimulus
selection and that priming of stimulus selection can
be functionally dissociated from priming of stimulus
identification/categorization and response selection
(Goolsby & Suzuki, 2001). We thus adopted the basic
paradigm developed by Maljkovic and Nakayama (1994,
2000; see also Goolsby & Suzuki, 2001), which allowed
us to monitor stimulus selection priming, as well as
priming related to stimulus identification and response.

In each display, three diamond shapes were presented.
Each diamond had its right or left side cut off (chipped).
Targets were defined by odd color, either a green diamond
presented among red distractor diamonds or a red dia-
mond presented among green distractor diamonds (Fig-
ure 1). In each trial, an observer found the odd-colored
diamond and reported which side of it was chipped, by
pressing the left key when the left side was chipped and
pressing the right key when the right side was chipped—
called the chip task. By using this paradigm, two types of
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Figure 1. Stimuli and procedure. (A) The 12 possible stimulus locations are
shown with an example of a target (the black figure) and two distractors (white
figures). To keep visual acuity approximately equal for each stimulus location,
the stimuli were placed on an invisible ellipse. The target did not appear at lo-
cations directly above or below the fixation marker in the hemifield and the
hemifield—chip tasks. The two distractors were always separated by four loca-
tion steps (or 120° rotation) from the target and from each other. (B) A trial se-
quence is shown schematically for two consecutive trials. The interval between
successive stimulus displays (intertrial interval, or ITI) was randomly varied
between 2 and 2.5 sec to prevent observers from anticipating the onset of the

stimulus display.

sequential priming effects were measured: (1) color
combination priming and (2) stimulus (or response)
priming. The RT for a given trial was facilitated when
the same color combination had been encountered in the
previous trial. When the color combination was switched
randomly between green-target-among-red-distractors
and red-target-among-green-distractors across trials, the
priming effect due to a single trial lasted through up to
six trials; that is, we obtained significant benefits of hav-
ing had the same color combination six trials back while

colors changed randomly in the intervening trials. We
previously had shown that this priming speeded target
detection by facilitating the direction of attention to the
odd-colored target (Goolsby & Suzuki, 2001), demon-
strating that color combination priming is a priming of
stimulus selection. Although not as robust as the color
combination (stimulus selection) priming, the RT for a
given trial was also speeded when the same side of the
target diamond had been chipped in a previous trial.
Since both the side of chip and the response finger were
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repeated in this case, the facilitation could be due to
shape repetition, response repetition, or both.

In the present study, we also added two new variants
of this task. To widen the potential generality of the re-
sults, we introduced two levels of task difficulty and
measured a larger variety of priming effects. The stimuli
themselves were identical to those described above. In the
easy task, observers reported whether the odd-colored
target was in the left or the right visual hemifield (the
hemifield task). This task was considerably easier than
the high-acuity task of determining which side of the tar-
get diamond was chipped. For the hemifield task, we
measured priming effects that were due to repetitions of
color combination and those that were due to repetitions
of the hemifield in which the target was presented (con-
founded with response repetition).

In the difficult task, a more complex S—R mapping
was used. An observer reported whether the side of chip
and the visual hemifield location of the target matched
(i.e., a left-side-chipped target presented in the left visual
hemifield or a right-side-chipped target presented in the
right visual hemifield) or not. We called this task the
hemifield—chip task. This task enabled us to monitor
multiple priming effects: those due to repetitions of color
combination, repetitions of hemifield location, repeti-
tions of target shape (i.e., repetitions of the side of chip),
and repetitions of response (unconfounded by other fac-
tors).

We were thus able to measure priming that affected
(1) stimulus selection (color combination priming in
all three tasks), (2) stimulus property identification/
classification (hemifield priming and side-of-chip prim-
ing in the hemifield—chip task), and (3) S—R mapping or
response selection (side-of-chip/response priming in the
chip task, hemifield/response priming in the hemifield
task, and response priming in the hemifield—chip task).
We measured individual contributions of these priming
effects by varying color combination, hemifield loca-
tion, side of chip, and/or response finger randomly from
trial to trial.

For our purposes, this paradigm provided some ad-
vantages over the more traditional information reduction
paradigm (IRP; see Bertelson, 1965, Rabbitt, 1968, and
Smith, 1968, for early references). In the IRP, the relative
contributions of response repetition and stimulus repeti-
tion are assessed by assigning multiple stimuli to each
response. Response repetition priming can be assessed
by examining the effects of repeating or not repeating a
response when the stimulus changes. Stimulus repetition
priming (over and above response repetition priming)
can be assessed by examining the effects of repeating or
not repeating an identical stimulus when the response re-
mains the same. One potential disadvantage of the IRP is
that stimulus repetition is always confounded by response
repetition—that is, a stimulus never repeats without also
repeating a response. This potentially raises problems
when the individual contributions of response priming
and stimulus priming need to be assessed. Since stimu-

lus priming is always measured above response priming,
a large benefit from response priming could potentially
reduce stimulus priming, due to floor effects. In the pres-
ent paradigm, stimulus features and responses were varied
randomly (except for the cases in which they were con-
founded). For example, a color combination was re-
peated equally often regardless of whether a response
was repeated or not. A second advantage (as was stressed
earlier) is that the present paradigm allowed us to moni-
tor all of the potentially critical stages of performing an
S—R task: stimulus selection, stimulus identification/
categorization, and response selection. In particular,
none of the prior studies that examined effects of prac-
tice on sequential priming included priming of stimulus
selection.

METHOD

Overview

Observers performed a block of 200 trials (per task) in each prac-
tice session. Practice sessions continued for days (up to months) in
order to obtain well-defined learning curves. The goal was to com-
pare practice-induced changes in various priming effects with the
shape of the RT learning curve. In particular, we examined whether
any of the priming effects diminished in proportion to the first de-
rivative of the learning curve, dY,.,../dX.

Because it is a matter of debate as to whether power functions or
exponential functions more appropriately represent learning curves
(e.g., Heathcote et al., 2000; Newell & Rosenbloom, 1981), we used
both functions to fit the learning curves—Y(X) =a + b(X + ¢)~¢
(power) and Y(X) = f+ g-e~ % (exponential). Both functions fit our
data well and produced indistinguishable results; however, note
that, for our purposes, the exact mathematical form is irrelevant so
long as the functions provide appropriate fits to the learning curves.
The first derivatives took the forms C-(X + ¢,)~*D (power) and
C-e~ %X (exponential), where ¢, d,,, and &, were determined by fit-
ting the RT learning curves. Because the relative strengths of prac-
tice and priming effects were unknown, the scaling factor C was
used as the fitting parameter to fit changes in priming effects over
practice sessions. To reiterate the predictions in more quantitative
terms, we expected the following outcomes.

First, if practice predominantly optimized one processing stage
through a mechanism that scaled inputs by dY,.,../dX, the corre-
sponding priming effect should be well fit by C-[dY|,,,/dX]—that
is, by C-(X + ¢()~“*D and C-e~*X—if practice and priming oper-
ated through the same mechanism. Similarly, if practice optimized
all processing stages at an equal rate, all priming effects should be
well fit by C+(X + ¢y)~@+*D and C-e~%X.

Alternatively, if practice optimized all or some of the processing
stages at different rates, component learning curves for some stages
should have ds and as equal to or greater than d,, and ¢, (obtained
for the observed RT learning curve), whereas component learning
curves for other processing stages should have ds and os equal to
or smaller than d; and o (see the Appendix). Note that the relevant
learning rates beyond scaling factors (i.e., proportional learning
rates, as defined in the Appendix) are represented by d and o for
power and exponential functions, respectively. Thus, so long as the
measured priming effects spanned all of the stages affected by prac-
tice, some of the priming effects should diminish more quickly than
C-(X +cy)~ @D and C-e~ %X and, thus, be better fit with (d+1) and
o larger than (dy+1) and ¢, whereas other priming effects should
diminish more slowly than C-(X + c¢,)~“*D and C-e~%* and, thus,
be better fit with (d+1) and o smaller than (dy+1) and o, if prac-
tice and priming operated through the same mechanism.
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If all the measured priming effects diminished more slowly than
C-(X + ¢()~ D and C-e~*X, we would have two possible inter-
pretations. First, practice could have primarily affected a process-
ing stage untapped by any of the measured priming effects. This in-
terpretation, however, would be unlikely, because we monitored
multiple priming effects spanning the three major processing stages
required for performing any typical S—R task—stimulus selection,
stimulus identification/ categorization, and response selection—
which are also known to be facilitated by long-term practice (see
the introduction). Thus, a more likely interpretation would be that
practice and priming may affect common processing stages but that
they operate through different mechanisms; that is, practice, but not
priming, operates through a mechanism that scales inputs by
dY\n/dX.

Observers

Three observers— K.O. (a naive and novice observer), S.S. (one
of the authors), and Y.S. (a naive observer with experience as a par-
ticipant in psychophysical tasks)—were trained extensively in the
hemifield task and the hemifield —chip task. We also analyzed data
from 8 observers (naive observers with mixed degrees of experi-
ence in perceptual tasks) who performed multiple sessions of the
chip task; some aspects of their data had previously been reported
in Goolsby and Suzuki (2001). All the observers were tested indi-
vidually in a dimly lit room.

Apparatus

The stimuli were displayed on a 17-in. color monitor (75 Hz),
and all the experiments were controlled with an Apple PowerPC
8600 (300 MHz) computer using the Vision Shell software (micro
ML, Inc.).

Stimuli

The standard display consisted of three diamond shapes arranged
on an invisible ellipse! centered at the fixation marker (Figure 1A).
The horizontal axis of the ellipse subtended 10.1° of visual angle,
and the vertical axis subtended 8.2°. The diamond shapes could be
presented at any of the twelve possible locations along the circumfer-
ence of this invisible ellipse (at 0°, 30°, 60°, 90°, 120°, ..., 300°, and
330° locations beginning at due north), with the constraint that the
three diamonds were approximately equidistant from one another—
that is, separated from one another by four location steps (or by
120° rotation). Each diamond subtended 1.3° X 1.3° visual angle
and had its left or right side “chipped,” with the depth of chip sub-
tending 0.22°. The side of the chip for each diamond was randomly
determined in each trial.

In each stimulus display, one of the three diamonds had a differ-
ent color than the other two diamonds—a red diamond among two
green diamonds or a green diamond among two red diamonds. The
color (red or green) of the odd-colored target diamond was deter-
mined randomly for each trial. The location of the target was also
determined randomly for each trial, but the locations directly above
and below the fixation marker were excluded from the hemifield
task and the hemifield —chip task, because these locations could not
be classified as belonging to the left or the right visual field. The
red, CIE[.629, .346], and the green CIE[.299, .598], used were set
to be approximately equiluminant. The red had a fixed luminance
of 5.0 cd/m2; the luminance for the green was determined for each
observer, using flicker photometry at a frequency of 20 Hz. The
stimuli were presented against a dark background (all color guns of
the monitor turned off).

The fixation marker, presented at the center of the screen, was a
small achromatic open circle (39 cd/m2, CIE[.262, .282], diame-
ter = 0.26), drawn with a 1-pixel-thick line (each pixel subtending
0.043°). The fixation marker remained on throughout each trial.
The observers were seated in a hard-backed chair at 50 cm from the
screen. Although head position was not fixed with a chinrest, the
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observers measured and adjusted their viewing distance before the
start of each block of 200 trials.

Procedure

Each trial began with a blank fixation screen presented for an in-
terval of 2-2.5 sec, followed by a stimulus display (color-singleton
display) which consisted of the three diamond shapes, one of which
was oddly colored. The odd-colored item was the target item for
which the observers made a response. The stimulus display re-
mained on until a response had been made. As was mentioned
above, there were three tasks: the hemifield task, the hemifield—chip
task, and the chip task.

In the hemifield task, the observers reported the visual hemifield
(left or right) in which the target item was presented. When the tar-
get item was presented in the left visual field, they pressed the “z”
key (located on the lower left side of keyboard) with the left index
finger, and when the target item was presented in the right visual
field, they pressed the “/” key (located on the lower right side of
keyboard) with the right index finger.

In the hemifield —chip task, observers responded on the basis of
whether or not the side of chip and the hemifield location of the tar-
get were compatible. They pressed the up-arrow key with the right
index finger when the side of the chip and the hemifield location of
the target were the same (i.e., a left-side-chipped target presented in
the left visual field or a right-side-chipped target presented in the
right visual field) and pressed the down-arrow key with the left
index finger when the side of chip and the hemifield location of the
target were opposite (i.e., a left-side-chipped target presented in the
right visual field or a right-side-chipped target presented in the left
visual field). The up-arrow key was located physically above the
down-arrow key (i.e., located farther away from the observer than
was the down-arrow key on the computer keyboard); this response
key arrangement was used, instead of using keys located on the left
and right sides of keyboard, in order to reduce the potential effect
of the response keys’ corresponding or not with the side of chip or
the hemifield location of the item (see, e.g., Simon & Wolf, 1963;
Soetens, Deboeck, Hueting, & Merckx, 1984).

In the chip task (data from Goolsby & Suzuki, 2001), the ob-
servers reported the side of chip of the target. When the left side of
the target was chipped, they pressed the “z” key with the left index
finger, and when the right side of the target was chipped, they
pressed the “/” key with the right index finger. For reasons unre-
lated to the present goal, for half of the 8 observers, the target lo-
cation was precued in half of the trials, and for the remaining 4 ob-
servers, a warning circle was flashed centrally prior to the stimulus
display in half of the trials. The precued trials and the prewarned tri-
als were removed from the analysis here (both as priming trials and
as primed trials), although we found that the precued, the pre-
warned, and the noncued (regular) trials all produced nearly equiv-
alent priming on subsequent noncued trials (Goolsby & Suzuki,
2001).

The observers were instructed to respond as quickly as possible
while preserving accuracy above 95%. The response time and re-
sponse key were recorded on each trial. No feedback was given fol-
lowing incorrect responses. The observers were instructed to main-
tain eye fixation on the fixation marker prior to the presentation of
each stimulus array. Eye movements to the target were allowed after
the onset of the stimulus array, as in our previous study (Goolsby &
Suzuki, 2001).

In each session (one session per day), the 3 observers (K.O., S.S.,
and Y.S.) performed a block (200 trials) of the hemifield task and a
block of the hemifield —chip task. The order in which the two tasks
were performed (hemifield task first or hemifield —chip task first)
was alternated across sessions. Observer K.O. participated in 28
sessions over 67 days; S.S. participated in 71 sessions over 124
days; Y.S. participated in 33 sessions over 42 days. Although the
observers were encouraged to run their sessions on a daily basis,
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the intervals between sessions varied somewhat across observers,
due to scheduling difficulties. Observer S.S. was run in about twice
as many sessions, partly because his learning curves approached
apparent asymptotes more gradually than did those for the other ob-
servers and partly because he was available to be tested in extended
sessions. The 8 observers from Goolsby and Suzuki (2001) performed
their first 12 blocks of the chip task (for which data are analyzed)
over 3—13 days. The mean data (rather than individual observers’
data) were analyzed in this case because fewer trials were available
per block to compute priming effects (due to removal of precued and
prewarned trials). All the observers initially received a block of 200
training trials (per task) before the practice sessions began.

RESULTS

Long-Term Practice Effects (RT Learning
Curves)

We evaluated RTs only for correct responses. The
error rates were low; mean error rates were 2.2% for the
hemifield task, 3.7% for the hemifield—chip task, and
3.2% for the chip task. Median RT was computed for
each practice session for each observer. Individual ob-
servers’ data were analyzed separately for the hemifield
task and the hemifield—chip task; mean data (N = 8)
were analyzed for the chip task (Table 1).

We note that, for simplicity, the plots shown in Fig-
ure 2 are all averaged across observers. This means that,
for the hemifield task and the hemifield—chip task, the
data from only the first 28 practice sessions are pre-
sented. Thus, for these tasks (Figures 2A-2H), the plots
are shown primarily to illustrate the general appearances
of the learning curves (with exponential-function-based
fits shown as an example) and the linear and learning-
curve—based fits of the priming data. Tables 1-6 show
the analyses of these fits and other effects, using data
from all the sessions and using both power and expo-
nential functions.

As is shown in Figure 2 (RT panels: A, D, and I), typ-
ical RT learning curves were obtained for all three tasks.
Asis shownin Table 1A, all the learning curves obtained
were well fit by both power functions (explaining about
82%-97% of the variance) and exponential functions
(explaining about 81%-97 % of the variance).

Sequential Priming Effects

For each block of trials (per practice session per task),
we computed various first-order priming effects on correct
trials (where both the current trial and the preceding trial
were correct). For example, the stimulus selection priming
due to repetitions of the same color combination was com-
puted by subtracting the median RT for all the trials for
which the color combination (red target among green dis-
tractors or green target among red distractors) had been
the same in the immediately preceding trial from the me-
dian RT for all trials for which the color combination had
been different in the immediately preceding trial. Thus,
a positive value indicates the amount by which RT was
speeded when a color combination had been the same in
the immediately preceding trial relative to when it was
different. The color combination (stimulus selection)
priming was evaluated for all three tasks (Figures 2B, 2E,
and 2J; Tables 2A, 3A, and 4A). Other priming effects
were also evaluated similarly. For the hemifield task, we
evaluated the hemifield/response priming (the effect of
whether the visual hemifields in which the target was pre-
sented and the response finger were the same or different
in the immediately preceding trial; Figure 2C; Table 2B).
For the hemifield—chip task, we evaluated the hemifield
priming (the effect of whether the visual hemifield in
which the target was presented was the same or different
in the immediately preceding trial; Figure 2F; Table 3B),
the shape (side-of-chip) priming (the effect of whether the
side of chip of the target was the same or different in the
immediately preceding trial; Figure 2G; Table 3C), and
the response priming (the effect of whether the response
finger was the same or different in the immediately pre-
ceding trial; Figure 2H; Table 3D). For the chip task, we
evaluated the shape (side-of-chip)/response priming (the
effect of whether the side of chip of the target and the re-
sponse finger were the same or different in the immedi-
ately preceding trial; Figure 2K; Table 4B).

Overall priming (averaged across practice sessions) was
computed for each priming effect (see under “Overall
Priming” in Tables 2—4). The statistical significance was
evaluated using practice session as the random effect for
the hemifield task and the hemifield—chip task, for which

Table 1
Fitting Response Time Over Sessions

Power Fit

Exponential Fit

Proportion of

Proportion of No. of

Observer d Variance Explained o Variance Explained  Sessions
Hemifield Task
K.O. 1.497 .816 0.560 .816 28
S.S. 0.693 .923 0.096 932 71
Y.S. 1.383 .823 0.311 .808 33
Hemifield—Chip Task
K.O. 1.090 .966 0.498 959 28
S.S. 0.264 .945 0.096 .905 71
Y.S. 1.054 .926 0.243 .899 33
Chip Task
Mean of 8 0.083 958 0.263 .968 12
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Figure 2. Mean response time (RT) and first-order sequential priming effects (in milliseconds) are shown as
functions of practice sessions; the data are averaged across observers. A positive value of priming indicates RT
facilitation—that is, the degree to which RTs were faster when a stimulus feature and/or a response was identical
in the immediately preceding trial than when it was different. (A—C) The hemifield task: (A) mean RT, (B) color
combination (stimulus selection) priming, and (C) hemifield/response priming. (D-H) The hemifield—chip task:
(D) mean RT, (E) color combination (stimulus selection) priming, (F) hemifield priming, (G) side-of-chip priming,
and (H) response priming. (I-K) The chip task: (I) mean RT, (J) color combination (stimulus selection) priming,
and (K) side-of-chip/response priming. The RT learning curves (A, D, and I) are fit with exponential functions as
an example. The priming data are fit with lines (linear regression) and with the first derivatives of the corre-
sponding RT learning curves (the latter fits are not shown unless the priming effects exhibited decreasing trends
over practice sessions). Note that for the hemifield task and the hemifield—chip task, the fits were analyzed sepa-
rately for individual observers, using their entire practice sessions as shown in Tables 1-3, 5, and 6. Here, for sim-
plicity, the observer-averaged data are shown only up to 28 sessions (for which data are available from all the ob-
servers).
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the data were analyzed separately for individual ob-
servers. For the chip task, observer was used as the ran-
dom effect. The color combination (stimulus selection)
priming (range, 21-101 msec) was significantin all cases
(p < .05, two-tailed, indicated by asterisks; Tables 2A, 3A
and 4A). The hemifield priming (range, 17-40 msec)

and the response priming (range, 12—41 msec) for the
hemifield—chip task were significant in all cases (Ta-
bles 3B and 3D). Other priming effects were unreliable
when averaged across practice sessions (Tables 2B, 3C,
and 4B). The question of why certain priming effects
were unreliable is addressed later.
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Table 2
First-Order Priming Effects in the Hemifield Task

Linear Fit Decay Rate Overall Priming
Slope Fit With Cj~[leeur‘n/dX] _ Relative to Predicted SE
(msec per (RMSE Relative to Linear Fit)  pqyer Exponential Mean (Session
Observer r Session) Power Exponential Fit/(dy+ 1) Fit/o, (msec) Based)
A. Color Combination (Stimulus Selection) Priming Over Sessions
K.O. —.372% —0.740 2.816 2.776 0.025 0.028 40%* 3.1
S.S. —.644* —0.521 2.219 2.006 0.221 0.175 31* 2.0
Y.S. —.224 —0.205 2.505 2411 0.050 0.032 21* 1.5
B. Hemifield Response Priming Over Sessions
K.O. 785% 1.917 n/a n/a n/a n/a 0 3.8
S.S. 212 0.078 n/a n/a n/a n/a -6 0.9
Y.S. 142 0.132 n/a n/a n/a n/a 0 1.5

*p < .05, two-tailed.

The critical question we asked was how priming
changed over practice sessions. We first performed a lin-
ear regression analysis on each priming effect (priming
vs. practice session). If the effects of practice and priming
on RT were numerically additive, priming should remain
constant over practice sessions. In other words, the cor-
relation coefficient, , should not be significantly differ-
ent from zero. A significant negative correlation would
indicate that priming decreased over practice sessions,
whereas a significant positive correlation would indicate
that priming increased over practice sessions. For exam-
ple, Figure 2B shows that the color combination (stimu-
lus selection) priming for the hemifield task remained
relatively constant but decreased slightly over practice
sessions. The corresponding analyses shown in Table 2A
(under “Linear Fit”) indicate that the small decrease (at

most, 0.8 msec per session; see under “Slope”) was sig-
nificant for K.O. and S.S. (asterisks), but not for Y.S.

The continuous curve shown in Figure 2B is the fit with
C-[dY\,.,/dX] (Cbeing the fitting parameter; least-squares
fit, using Mathematica, Wolfram Research, Inc.)—that
is, the fit with the first derivative of the learning curve
shown in Figure 2A. Apparently, the fit is poor. To quan-
tify how poorly C-[dY}.,.,/dX] fit practice-induced
changes in priming, we computed the ratio of the root-
mean square error (RMSE) for the C:[dY.,./dX] fit to
the RMSE for the linear fit. If the two fits were equally
good (or bad), the ratio should be 1. If the C-[dY.,,,/dX ]
fit was worse than the linear fit (as is evident in Fig-
ure 2B), the ratio should be greater than 1. As is shown
under “Fit With C:[dY).,,,/dX]” in Table 2 A, the fits with
C:[dY,.,,/dX] were 2-3 times as bad as the linear fits for

earn

Table 3
First-Order Priming Effects in the Hemifield—Chip Task

Linear Fit Decay Rate Overall Priming
Slope Fit With C [d Ylw_n/dX] _ Relative to Predicted SE
(msec per (RMSE Relative to Linear Fit) - pgyer Exponential Mean (Session

Observer r Session) Power Exponential Fit/(dy+1) Fit/ o, (msec) Based)
A. Color Combination (Stimulus Selection) Priming Over Sessions

K.O. —.623%* —2.567 3.781 3.661 0.087 0.047 101* 6.4

S.S. —.234%* —0.227 2.272 1.968 0.081 0.059 41%* 24

Y.S. —.424%* —0.680 2.033 1.907 0.187 0.099 33% 2.7
B. Hemifield Response Priming Over Sessions

K.O. —411* —1.875 1.223 1.065 0.321 0.193 40* 7.1

S.S. —.143 —0.086 1.624 1.472 0.086 0.056 17* 1.5

Y.S. 115 0.186 n/a n/a n/a n/a 17%* 2.7
C. Side-of-Chip Priming Over Sessions

K.O. .087 0.283 n/a n/a n/a n/a 0 5.0

S.S. .087 0.061 n/a n/a n/a n/a 2 1.7

Y.S. .056 0.094 n/a n/a n/a n/a 12%* 0.2
D. Response Priming Over Sessions

K.O. 248 0.536 n/a n/a n/a n/a 41% 3.4

S.S. —.534* —0.440 1.401 1.222 0.307 0.282 15% 2.0

Y.S. —.343 —0.671 1.241 1.268 0.277 0.142 12% 3.3

*p < .05, two-tailed.
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Table 4
First-Order Priming Effects in the Chip Task

Linear Fit Decay Rate Overall Priming
Slope Fit With C-[dY,.,,/dX] Relative to Predicted SE
No. of (msec per (RMSE Relative to Linear Fit) = poyer Exponential Mean  (Observer
Observers r Session) Power Exponential Fit/(dy+1) Fit/o, (msec) Based)
A. Color Combination (Stimulus Selection) Priming Over Sessions
8 —.427 —1.721 3.647 3.219 0.087 0.099 64* 11.8
B. Side-of-Chip Priming Over Sessions
8 .309 1.415 n/a n/a n/a n/a 3 5.8

*p < .05, two-tailed.

all 3 observers, whether the fits were based on power
functions or exponential functions.

Note that C:[dY.,,,/dX] fit the data poorly because the
actual decay rate of the color combination (stimulus se-
lection) priming was much slower than that predicted by
C-[dY,,.,/dX] (Figure 2B). To quantify this relationship,
we refit the decay of priming over practice sessions, using
C:[dY)eun/dX], but this time we also varied the decay rate
as an additional fitting parameter; since C-[dY}.,.,/dX]
takes the forms of C-(X+cy)~P (power function) and
C-e~DX (exponential function), C and D were both varied
as the fitting parameters. The fitted values of D represent
the actual decay rates of priming. Since the corresponding
decay rates predicted by the RT learning curves are dy+1
(power function) and ¢ (exponential function), we com-
puted the ratio of D to d+1 for power-function-based fits
and the ratio of D to o for exponential-function-based
fits. If the actual decay rate of priming was equal to that
predicted by C-[dY).,.,/dX], the ratio should be 1. If
priming decayed more slowly than predicted (as is evi-
dent in Figure 2B), the ratio should be between 0 and 1.
As is shown under “Decay Rate” in Table 2 A, the color
combination (stimulus selection) priming for the hemi-
field task decayed at rates only 3% —-22% of those pre-
dicted by C-[dY.,.,/dX] for the 3 observers.

The characteristics described above for the color com-
bination (stimulus selection) priming for the hemifield task
were obtained for all three tasks and for all priming effects
(Tables 1-4; Figure 2). First, priming decayed rather
slowly (or did not decay at all) over practice sessions.
Linear decay of priming was significant in only 7 out of
the 20 cases (see under “Linear Fit” in Tables 2—4), and
even when significant, the decay was rather gradual (at
most, 2.6 msec per session). Second, fits by C+[dY,.,.,/dX]
were always worse than linear fits. The ratios of RMSE of
C-[dY\,.,/dX] fits to RMSE of linear fits were greater than
1 (1.1-3.8)in all cases (see under “Fit With C*[dY,.,/dX]”
in Tables 2—4). Third and most critical, fits by C-[dY).,.,/
dX] were poor because the actual priming decayed (if at
all) much slower than predicted by C:[dY,.,,,/dX]. The
ratio of the actual rate of decay to the predicted rate of
decay (based on dY,.,,,,/dX) was less than 1 (0.03—0.32) in
all cases? (see under “Decay Rate” in Tables 2—4). Note
that fitting by C-[dY).,.,/dX] cannot be meaningfully
performed when priming showed an increasing trend

over practice sessions (indicated as “n/a” in Tables 2—4).
We also note that the results were consistent when the
data from the 8 observers in the chip task were examined
separately; the color combination priming (overall, sig-
nificant for each observer) diminished significantly over
sessions for only 1 observer, but with the decay rate being
much less than that predicted from her learning curve.
In summary, whereas long-term practice substantially
speeded RT in all the tasks (following learning curves that
are well characterized by power and exponential func-
tions), none of the first-order priming effects decayed at
the rates predicted by the first derivatives of the corre-
sponding learning curves. Priming either decayed much
more gradually than predicted or did not decay at all.
Because stimulus characteristics and response were
varied randomly from trial to trial, first-order priming
effects (effects of immediate repetitions) were averaged
across randomized prior repetition patterns. Thus, so
long as individual trials contributed linearly, potential
higher order sequential effects were averaged out when
we computed first-order priming effects. However,
higher order sequential effects are often nonlinear, espe-
cially when RSIs are relatively long, as in the present
study (2-2.5 sec). This phenomenonis commonly known
as expectancy (Kirby, 1976, 1980; Soetens, 1998; Soetens
et al., 1985; Soetens, Deboeck, & Hueting, 1984).
Suppose that two stimuli (and two corresponding re-
sponses) are intermixed; we use R to indicate that the
same stimulus/response was repeated in a pair of consec-
utive trials and A to indicate that the stimulus/response
was changed (or alternated) in a pair of consecutive tri-
als. Expectancy refers to the perceptual-cognitive sys-
tem’s tendency (under certain conditions) to become bi-
ased toward regular temporal patterns of repetitions and
alternations. For example, following three consecutive
repetitions in a row, RRR, another repetition, R, would
be expected, following three alternations in a row, AAA,
another alternation, A, would be expected. Thus, stimu-
lus repetition, R, should result in faster RTs following
RRR than following AAA; similarly, stimulus alterna-
tion, A, should result in faster RTs following AAA than
following RRR. In general, if a particular prior repetition—
alternation pattern biases expectancy more toward a rep-
etition (reducing repetition RTs), it should bias expectancy
more against an alternation (increasing alternation RTs),
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and vice versa. Thus, a cost-benefit type of negative cor-
relation should occur between stimulus/response repeti-
tion RTs and stimulus/response alternation RTs for the
current trial, depending on the preceding patterns of
repetition—alternation (e.g., Audley, 1973; Kirby, 1972;
Soetens, 1998; Soetens et al., 1985; Soetens, Deboeck,
& Hueting, 1984). Mathematically, the strength of ex-
pectancy effects (the negative slope of the regression
line) can vary orthogonally to the strength of first-order
priming effects (the center of gravity of the correlation
pattern being shifted toward faster repetition RT and
slower alternation RT). However, expectancy and first-
order priming might interact in the brain. If so, there is a
remote possibility that first-order priming did decay as
rapidly as predicted by the first derivative of the learning
curves but that concurrent changes in expectancy almost
exactly compensated for the decay.

To evaluate this possibility, we computed third-order
expectancy effects—that is, we measured the effects of
repetition—alternation patterns of the preceding 3 trials on
the current repetition or alternation RT. This analysis was
not performed for the chip task (our prior data) because
the cued and prewarned trials had to be removed; too few
trials were available to analyze higher order sequential ef-
fects. For observers K.O., S.S., and Y.S., we calculated
expectancy effects (slopes of repetition—alternation func-
tions) on correct trials (all 4 consecutivetrials being cor-
rect) for each block of 200 trials and examined how they
changed over practice sessions. If expectancy effects
changed systematically, it is possible that they might
have confounded the over-session changes in first-order
priming effects. Alternatively, if expectancy effects did
not change over practice sessions, we can rule out the
possibility that changes in expectancy compensated for
the actual reductions in first-order priming.

For each block of 200 trials, we pooled RTs for four
pairs of repetition—alternation sequences: (RRR, RRA),
(RAR, RAA), (ARR, ARA), and (AAR, AAA). Median
RTs of these eight sequences (25 trials per sequence per
block per observer, on average) were used to compute
the correlation coefficient, r, and the slope of the re-
gression line, **A on **R; slopes were computed using
Brace’s (1977) method of linear fit designed for cases in
which both X and Y contain errors.

The overall repetition—alternation slopes were ob-
tained by averaging across practice sessions. The stan-
dard error of the mean (SE) and statistical significance
(asterisks indicating p < .05, two-tailed) were computed
using practice session as the random effect (see under
“Overall Expectancy”in Tables 5 and 6); the slopes from
individual practice sessions were weighted by 72 in com-
puting the means and SEs so that more reliable slopes re-
ceived higher weights. Note that most slopes were nega-
tive (15 out of 18 cases in Tables 5 and 6), indicating that
expectancy trends were indeed present in most cases (not
surprising, because we used relatively long RSIs). Though
a prior study using a two-choice IRP found expectancy
effects only for response-related repetitions (not for

Table 5
Expectancy Effects (Slopes of Repetition—Alternation
Functions) in the Hemifield Task

Overall Expectancy

Linear Regression of Expectancy SE
on Practice Session (Session
Observer (R) Mean Based)
A. Color Combination (Stimulus Selection) Priming Over Sessions
K.O. —.038 —0.687 0.443
S.S. .024 —1.024* 0.099
Y.S. 427* —1.434% 0.184
B. Hemifield Response Priming Over Sessions
K.O. —.329 —0.647* 0.176
S.S. —.201 0.072 0.145
Y.S. —.060 —0.483 0.209

*p < .05, two-tailed.

stimulus repetitions; Soetens, 1998), we found some sig-
nificant expectancy effects for color combination (stim-
ulus selection) priming, as well as for response-related
priming. This difference may be due to the different par-
adigms being used to dissociate stimulus and response
priming (IRP vs. our paradigm), to inclusion of a stimu-
lus selection stage in our tasks, and/or to color pop-out
being salient (e.g., Kirby, 1980) and highly task relevant
in our study. Further research is needed to evaluate these
and other possibilities.

The primary goal of this analysis was to determine how
expectancy effects changed over practice sessions. We
thus regressed the repetition—alternation slope on practice
session (individual slopes were again weighted by their
goodness of fit, r2). Significant correlation would indi-
cate that expectancy changed systematically over practice
sessions. As is shown in Tables 5 and 6 (under “Linear Re-
gression of Expectancy on Practice Session”), the linear
correlation (labeled R) was significant in only 1 (color
combination priming in the hemifield task for Y.S.) out of
the 18 cases shown in Tables 5 and 6. To determine
whether expectancy and first-order priming were directly
related in this case (rather than being separately affected
by practice), we examined their mutual correlation after
variances explained by practice session were removed.
The residual correlation (2 = .071) was not significant.
We thus conclude that expectancy effects did not change
over practice sessions, except for one case, but that even
in that case, expectancy did not directly affect first-order
priming.

Because expectancy effects (the major nonlinear con-
tribution of higher order sequential effects) did not sub-
stantially change over practice sessions, we conclude
that first-order priming effects indeed remained rela-
tively constant over practice sessions (or decayed much
more gradually than predicted by the first derivative of
the learning curves).

Finally, we note that first-order response priming was
negligible in the hemifield task and the chip task (Fig-
ures 2C and 2K; Tables 2B and 4B). This could be due
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Table 6
Expectancy Effects (Slopes of Repetition-Alternation
Functions) in the Hemifield—Chip Task

Overall Expectancy

Linear Regression of Expectancy SE
on Practice Session (Session

Observer (R) Mean Based)
A. Color Combination (Stimulus Selection) Priming Over Sessions

K.O. —.055 —0.148 0.817

S.S. —.031 —0.996* 0.178

Y.S. —.040 —0.668 0.595
B. Hemifield Response Priming Over Sessions

K.O. .095 0.213 0.357

S.S. —.077 —0.310 0.178

Y.S. .193 —0.586 0.313
C. Side-of-Chip Priming Over Sessions

K.O. —.190 —0.932% 0.442

S.S. —.114 0.042 0.157

Y.S. .099 —0.389 0.209
D. Response Priming Over Sessions

K.O. —.041 —0.184 0.221

S.S. —.086 —0.431% 0.158

Y.S. .008 —0.624* 0.170

*p < .05, two-tailed.

to first-order alternation effects. It is known that when
RSI is relatively long and S—R compatibility is highina
two-choice task (as in the hemifield and chip tasks), peo-
ple tend to anticipate the response to change from trial to
trial (gambler’s fallacy; see e.g., Jarvik, 1951; Wagenaar,
1972), reducing or even reversing first-order repetition
effects (e.g., Entus & Bindra, 1970; Kirby, 1976; Soetens,
1998; Soetens et al., 1985; Soetens, Deboeck, & Hue-
ting, 1984; see also Goolsby & Suzuki, 2001). Our re-
sults are consistent because when the S—R translation
was made complex in the hemifield—chip task, robust
first-order response priming was obtained (Figure 2H;
Table 3D). The fact that the hemifield/response priming
and the side-of-chip/response priming had slightly in-
creasing trends over practice sessions (Figures 2C and
2K; Tables 2B and 4B) might be due to the fact that first-
order alternation effects tend to gradually diminish with
practice (e.g., Soetens et al., 1985).

DISCUSSION

We investigated whether or not long-term practice and
sequential priming modulated a common set of processing
stages through the same mechanism. We examined how
the magnitudes of various priming effects changed over
practice sessions while overall RT diminished as exponen-
tial or power functions. All first-order priming effects re-
mained relatively constant over practice sessions or dimin-
ished (approximately linearly) at much slower rates than
would be predicted from the shape (first derivative) of the
corresponding RT learning curves. Expectancy effects also
remained relatively constant over practice sessions, ruling
out the possibility that practice-induced changes in ex-
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pectancy somehow compensated for rapid decays of first-
order priming through nonlinear interactions.

As was discussed in the introduction, the fact that all
priming effects diminished substantially more slowly
than predicted by dY,.,.,/dX (if they did at all) suggests
two possible interpretations. First, practice primarily af-
fected a processing stage untapped by any of the priming
effects measured. This interpretation is unlikely because
the three tasks used allowed us to monitor priming ef-
fects on the critical processing stages of (1) stimulus se-
lection (color combination priming in all tasks), (2) stim-
ulus identification/categorization (hemifield and chip
priming in the hemifield—chip task), and (3) response
selection (hemifield/response priming in the hemifield
task, chip/response priming in the chip task, and re-
sponse priming in the hemifield—chip task). As was dis-
cussed earlier, all these processing stages are known to
be influenced by both long-term practice and sequential
priming. It is thus likely that both practice and priming
facilitated largely overlapping sets of processing stages,
but through separate mechanisms; mechanisms underly-
ing practice effects scaled inputs by dY.,.,/dX, but
mechanisms underlying priming effects did not.

One assumption we made in deriving these conclu-
sions was that practice effects on component processing
stages make linear contributions to observed RT learn-
ing curves. If the decay of each priming effect was scaled
by the first derivative of the corresponding learning
curve, the obtained slow decays of individual priming ef-
fects would imply slow learning rates for the corre-
sponding component learning curves. As is shown in the
Appendix, linear contributions from these slow compo-
nent learning curves could not generate an overall RT
learning curve whose learning rate is greater than those
of the individual component learning curves. Contrary
to this prediction, the observed learning curves had
much greater learning rates than did those implied by
any of the priming decay functions (note that the learn-
ing rates referred to here are those beyond constant scal-
ing factors, represented by ds in power functions and os
in exponential functions). We thus concluded, by rea-
soning by contradiction, that practice and priming mod-
ulated RT through separate mechanisms.

However, what if the component learning curves con-
tributed nonlinearly? For example, multiplicative contri-
butions from slow power/exponential learning curves
could generate an overall learning curve whose learning
rateis greater than those for the componentlearning curves
because ds and as would add when power/exponential
functions are multiplied. It is thus possible that practice
and priming operated through the same slow-learning
mechanism but that the component learning curves con-
tributed multiplicatively to generate the observed steep
learning curves. It is, however, difficult to postulate a sim-
ple mechanism in which RTs for the component process-
ing stages contribute multiplicatively to the overall RT.
For example, if the component processing stages were ex-
ecuted sequentially (e.g., stimulus selection — stimulus
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identification/categorization — response selection —
response), their contributions to the overall RT should be
additive (e.g., Newell & Rosenbloom, 1981; Sternberg,
1969). If any of the component stages were executed in
parallel, the contributions should then be subadditive. In
fact, most learning models that postulate contributions
from component processing stages assume the contribu-
tions to be linear, whereas none assumes the contributions
to be multiplicative (e.g., Kirsner & Speelman, 1996;
Newell & Rosenbloom, 1981; Rickard, 1997; see Heath-
cote et al., 2000, for a review). Thus, although we cannot
rule out the possibility of multiplicative contributions, we
tentatively conclude that this is an unlikely alternative.

Relation to Other Studies

Soetens, Deboeck, and Hueting (1984) examined au-
tomatic sequential priming effects on a choice RT task
using short RSIs and high S—R compatibility; observers
pressed the left key (using the left hand) when “0” was
presented to the left of a central vertical line and pressed
the right key (using the right hand) when “0” was pre-
sented to the right of a central vertical line. In their Ex-
periment 3, sequential priming effects (due to repetitions/
alternations of stimulus location/response) were monitored
as observers practiced the task over 7,000 trials (1,000
trials per session). The average RT decreased clearly fol-
lowing a power/exponential function, whereas the first-
order priming diminished linearly or in a slightly accel-
erating manner (we obtained the learning curve and the
first-order priming from Figure 5 of Soetens, Deboeck,
and Hueting, 1984), demonstrating that first-order prim-
ing was not constrained by the shape of the RT learning
curve. Hence, we extended Soetens, Deboeck, and Hue-
ting’s results, using three tasks that differed in the level
of difficulty (RTs for the initial sessions ranging from
450 to 1,100 msec), using long RSIs (range, 2-2.5 sec),
using simple and complex S—R mappings (in the hemi-
field and chip tasks and in the hemifield—chip task, re-
spectively), and using priming that presumably affected
different processing stages (e.g., stimulus selection, stim-
ulus property identification, and response selection).

The present results also complement the previous
studies that compared effects of long-term practice and
first-order sequential priming, using a transfer para-
digm. In a transfer paradigm, potential relationships be-
tween practice and priming are assessed by examining
whether effects of practice and priming transfer to a sim-
ilar set of new conditions (e.g., new stimuli, new S—-R
mapping, and new mode of response).

To examine transfer of practice effects, participants
are typically trained extensively in one condition (A) and
later tested in a new condition (B). A complete transfer
of practice (i.e., training in Condition A improves per-
formance in a new Condition B as much as it improves
performance in ConditionA) suggests that practice opti-
mizes a common processing stage that encompasses
both Conditions A and B. A poor transfer of practice
(i.e., training in Condition A does not improve perfor-
mance in Condition B) suggests that practice optimizes

a processing stage involved in Condition A but not in-
volved in Condition B. A partial transfer (i.e., training in
Condition A only partially improves performance in
Condition B) suggests that practice optimizes a process-
ing stage primarily involved in Condition A and only par-
tially involved in Condition B. Thus, by choosing Con-
ditions A and B appropriately, properties of the
processing stages affected by long-term practice in Con-
dition A can be inferred.

Similarly, processing stages affected by first-order se-
quential priming can be assessed by considering trial
n—1 as a practice phase and trial n as a transfer phase.
A complete transfer of priming corresponds to the case
in which a prior ConditionA trial benefits a current Con-
dition B trial as much as it benefits a current ConditionA
trial. The benefits are measured relative to the cases in
which either an A trial or a B trial is preceded by an ap-
parently unrelated C trial (which corresponds to an arbi-
trary pretraining experience in long-term practice). A
poor transfer of priming (from Condition A to Condi-
tion B) corresponds to the case in which a prior A trial
does not benefit a current B trial (RT for a B trial being
the same whether it is preceded by an A trial or by a C
trial). A partial transfer corresponds to cases in which a
prior A trial benefits a current B trial, but not as much as
it benefits a current A trial.

Thus, processing stages affected by long-term practice
and sequential priming can be compared by comparing
their transfer characteristics under various conditions.
This strategy was adopted by Pashler and Baylis (1991a,
1991b) and Campbell and Proctor (1993). Familiar sym-
bols (digits, letters, and other keyboard symbols) were
assigned to three fingers; the task was simply to flex the
correct finger (to press the correct key) upon stimulus
presentation. Transfers of long-term practice and sequen-
tial priming were examined under various conditions that
differed in the following aspects: (1) whether same stimu-
lus categories were consistently mapped to same responses
or to different responses and (2) whether category-to-
response mapping, response mapping (e.g., mapping to
spatial positions and/or to fingers), mode of response
(e.g., vocal vs. manual), and/or surface features of the
symbols (e.g., case or color of letters) were preserved or
altered at transfer. The overall results suggested that both
long-term practice and sequential priming strengthened
high-level connections between a category representa-
tion (e.g., digits) and an abstract response representation
(e.g., left, middle, and right, rather than specific fingers)
but also strengthened low-level connections between
symbol representations and less abstract response repre-
sentations (e.g., weakly hand specific). Although long-
term practice appeared to strengthen the category-to-
response connections relatively more strongly, whereas
sequential priming appeared to strengthen the stimulus-
to-response connections relatively more strongly, the
data were inconclusive.

The transfer results thus suggested that practice and
priming primarily affected a common set of behaviorally
defined processing stages. In contrast, our present results



SEQUENTIAL PRIMING AND LONG-TERM PRACTICE

suggest that practice (scaled by dY),.,/dX) and priming
(unconstrained by dY,.,../dX) operate through different
mechanisms even if they affect a common set of process-
ing stages. These complementary findings together sug-
gest that each processing stage may possess a separate
mechanism for long-term and short-term plasticity.

Finally, if practice-induced decline in sequential prim-
ing is not mediated by whatever mechanisms underlie
the exponential/power functions of the RT learning
curve (see Heathcote et al., 2000, for a review), what
might be causing the gradual reduction of sequential
priming over practice sessions? In the case of color com-
bination priming, its slow decay might be due to gradual
development of a general mechanism for odd-color de-
tection. Initially, a green target might be detected among
red distractors by using a mechanism that detects green
against red, whereas a red target might be detected
among green distractors using a mechanism that detects
red against green. The color combination priming could
thus be due to short-term potentiation of specific large-
scale color-opponent mechanisms. These mechanisms
might be mediated by color-tuned cells in V4 with large
suppressive surrounds (up to 30° of visual angle), which
are responsive to color contrasts (e.g., Desimone &
Schein, 1987; Desimone, Schein, Moran, & Ungerleider,
1985). However, with extensive practice on the task in
which red and green targets appear randomly across tri-
als, a more general representation might develop. In this
emergent representation, an odd-colored item might be
highlighted regardless of whether it is red or green. As
the process of target selection becomes more reliant on
this general odd-color representation, rather than on
color-specific (red-against-green and green-against-red)
representations, the color combination priming effects
might diminish. Gradual decays of other priming effects
we examined, however, cannot be explained as readily
by postulating emergent representations. Nevertheless,
it might be that gradual reductions in sequential priming
in general require development of new representations
or processing strategies; otherwise, priming effects
might remain unchanged. It would be interesting to in-
vestigate this speculation in future research.

To conclude, the present results suggest that the ef-
fectiveness of sequential priming (decaying slowly and
approximately linearly over practice sessions) is not con-
strained by changes in the effectiveness of practice over
training sessions (exponential/power form of RT learn-
ing curves). This dissociation was found for several
priming effects presumably influencing different behav-
iorally defined processing stages (stimulus selection,
stimulus property identification, and response selec-
tion). A plausible interpretation based on the present re-
sults and the existing literature is that short-term se-
quential priming and long-term practice modulate a
largely common set of processing stages, but through
relatively separate and noninteractive mechanisms. It
might be that various processing stages involved in
speeded S—R tasks in general possess mechanisms for
both short-term and long-term plasticity so that people
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can take advantage of both short-term and long-term
regularity in their behavioral environment.
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NOTES

1. As Maljkovic and Nakayama (1994) pointed out, the side-of-chip
discrimination they used (which is adopted here) requires a relatively
high acuity judgment. Previous work has shown that acuity diminishes,
as a function of visual eccentricity, faster along the vertical axis than
along the horizontal axis (Krose & Julesz, 1989; Rovamo & Virsu,
1979). We thus adopted the horizontally elongated ellipse used by
Maljkovic and Nakayama in order to approximately equalize the acuity
at all possible target positions.

2. We note that even when the curvature of the power and exponen-
tial functions, D, was allowed to vary as the fitting parameter, they still
did not produce substantially better fits than did linear functions. Over-
all, the average RMSE was only 0.45% (SD = 6.8%) less for the power
and exponential fits than for the linear fits; in fact, the linear fits were
better than the power and exponential fits in 12 out of the 22 cases (in
which priming had decreasing trends over sessions—i.e., negative rs
under “Linear Fit” in Tables 2—4). Thus, the gradual decay of priming,
when it occurred, was primarily linear.
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SEQUENTIAL PRIMING AND LONG-TERM PRACTICE

APPENDIX

We will show that if the overall (observed) RT learning curve consists of linear contributions from the com-
ponentlearning curves (e.g., representing practice effects on individual processing stages), the observed learn-
ing curve should reduce its RT faster than the slowest component learning curve and slower than the fastest
component learning curve (when learning is measured as proportional reductionsin RT).

We assume that the observed RT learning curve, Y(X), is well approximated by a linear combination
(weighted sum) of the componentRT learning curves, y;(X )—that is,

Y(X) = Za (X)) (A1)

where g; are the weighting factors. For power functions, Equation A1 becomes

Y(X) =a0+b0(X +c0)7d° = Zqi{al. +bl.(X +cl.)7d’}, (A2)

where subscript 0 indicates parameters for the observed RT learning curve and subscripts i indicates param-
eters for the component learning curves. Similarly, for exponential functions, we have

Y(X):fo"'go'ei%xzzqz'{fi"'gi'eia’x}' (A3)

The learning rate in terms of proportions of reductionin RT, proportionallearning rate (PLR) for the ob-
served RT learning curve, PLR,, is given by

diY(X)— Asymp.

PLR,= 1 Ar(x) J . (A4)
Y(X) — Asymp. dX
For power functions, Equation A4 becomes (upon substitution of Equation A2 into Equation A4)
—(do+1)
—bydy X + ¢
PLRO: 0 ()( 0)711 _ < -;) (AS)
0
bo(X + co) 0
(in terms of parameters of the observed learning curve), or
Zqi{_bidi(x + Ci)i(d’ﬂ)}

PLR,= (A6)

Zqi{bi(X + ci)ﬁ]’ }

(in terms of parameters of the component learning curves). The latter expression can be simplified if we as-
sume that prepracticelevels of training for the different component processing stages are equivalent—thatis,
¢; = ¢, (as will be shown later, this assumption is not necessary for exponential functions). Upon substitution
of ¢; = ¢ into Equation A6, we get

| Sabd(X+e)”

PLR,=~— ¥ = (A7)
* Zqibi(x +Co) ’
If the slowest componentlearning curve had d_;, and the fastest componentlearning curve had d,,,, we have
(by subtracting —[d; /(X + c()] or —[d,,/(X + ¢;)] from Equation A7, where 0 < d,;, <d;<d,,)
d.; d
min S PL S max X A8
X +c, | R0| X +¢, (A8)

indicating that the proportional learning rate of the observed learning curve is bound by those of the slowest
and the fastest component learning curves. Equation A8 simplifies to d,;, < d;, < d,,, (upon substitution of
Equation AS).

Similarly for exponential functions, the observed proportional learning rate is given by (upon substitution
of Equation A3 into Equation A4)

max

o X
- a .
PLR0=g00—= -0 (A9)

(in terms of parameters of the observed learning curve), or
Zqi{_giai : eia'X}
qu'{gi 'eia'X}

(in terms of parameters of the component learning curves). If the slowest componentlearning curve had ¢,

‘min
and the fastest component learning curve had ¢, we have (by subtracting — o,

maxs or — 0., from Equa-
tion A10, where 0 < o, < o< ot )

PLR,~

(A10)

in

Oy <|PLR)| < (A11)

max ’
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again, indicating that the proportional learning rate of the observed learning curve is bound by those of the
slowest and the fastest component learning curves. Equation A11 simplifies to o ;, < &, < ¢, (upon sub-
stitution of Equation A9).

Thus, if the observed RT learning curve is a linear combination of the component learning curves (repre-
senting practice effects on the component processing stages), the PLR of the observed learning curve, repre-
sented by d,, (for power functions) and ¢, (for exponential functions), is bound by the PLR of the slowest and
the fastest component learning curves—that is, d,;, < d, < d,,, (for power functions) and ¢;, < 0 < O,
(for exponential functions).

We note that a sum of component power functions yields an overall power function only when ¢; = ¢, and
d; = d (see Equation A2), and a sum of component exponential functions yields an overall exponential func-
tion only when ¢; = ¢, (see Equation A3; or else, the weighting factors, g;, must be appropriately chosen). We
know from our data that all of our overall RT learning curves were well fit by power and exponential func-
tions (Table 1). Furthermore, since the obtained over-sessionpriming decay functions are no better fit by lin-
ear and other functions than by power and exponential functions (with d and o varied as fitting parameters),
the implied component learning curves also appear to be appropriately described by power and exponential
functions for our purposes (with small d and ). Finally, we emphasize that the overall proportional learning
rate, PLR, for a linear combination of component learning curves (that are monotonically decaying
functions)is always bound by the slowest (plr,;, ) and the fastest (plr, ,,) componentlearning curves regard-
less of their exact mathematical form.

In general, the proportional learning rate for the overall learning curve is given by

L) b))
Y(X)-A dX S{vi(x)-a} dX

where Y(X) = 2,y,(X) and A and g, are the corresponding asymptotes. We let PLR for the fastest component
learning curve be

rmax

PLR,=

s

| d{ymaX(X)—amaX} S 1 .d{)’i(x)_ai} (A12)

X) =y X vi(X)-a dx

max

plrmax =

max (

and PLR for the slowest component learning curve be

A Vi (X ) = @in } d{yi(X)-a}

= 1 : | E— Al
plrmm ymin(X)_amin ax = yi(X)_ai dx ' ( 3)
Then, we have
d{y(X)-a} 1 Y (X) = |
_pl _ 1 . _ . max )
PLR() Plhnax Z{yi(X)—ai} Z dx ymax(X)_amax dx (A14)

The right side of Equation A14 can be reduced to

i(x)-a) X))
I I e R P e |

which equals

B R L1 1 N e R

z{yi(x)_ai} yi(X)_ai ymax(X)_amax dx
(due to Equation A12). Thus, PLR, < plr,... Similarly, we have
diy.(X)—a; d (X)—a..
PLRy~ plr,y, = ! 2 DilX)za} ! (X)) . (Al5)
Z{yi(x)_ai} dx ymin(X)_amin dx

The right side of Equation A15 can be reduced to

T T | N B M L

z{yi(x)_ai yi(X)_ai dax ymin(X)_amin dax
(due to Equation A13). Thus, PLR, = plr_. . We thus have plr_. < PLR,<plr__ .
0 min 0 max

min
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